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0000 OO0 1.1.2The End-to-End Argument and Fate Sharing When large systems such as an operating
system or protocol suite are being designed, a question often arises as to where a particular feature or function
should be placed. One of the most important principles that influenced the design of the TCP/IP suite is called the
end-to-end argument [0 SRC84L1 : The function in question can completely and correctly be implemented only
with the knowledge and help of the application standing at the end points of the communication system. Therefore,
providing that questioned function as a feature of the communication itself is not possible. [0 Sometimes an
incomplete version of the function provided by the communication system may be useful as a performance
enhancement.[] This argument may seem fairly straightforward upon first reading but can have profound
implications for communication system design. It argues that correctness and completeness can be achieved only
by involving the application or ultimate user of the communication system. Efforts to correctly implement what the
application is "likely" to need are doomed to incompleteness. In short, this principle argues that important
functions O e.g., error control, encryption, delivery acknowledgment should usually not be implemented at low
levels (I or layers; see Section 1.2.1[0 of large systems. However, low levels may provide capabilities that make the
job of the endpoints somewhat easier and consequently may improve performance. A nuanced reading reveals that
this argument suggests that lowlevel functions should not aim for perfection because a perfect guess at what the
application may require is unlikely to be possible. The end-to-end argument tends to support a design with a
"dumb" network and "smart" systems connected to the network. This is what we see in the TCP/IP design, where
many functions O e.g., methods to ensure that data is not lost, controlling the rate at which a sender sends[] are
implemented in the end hosts where the applications reside. The selection of which functions are implemented
together in the same computer or network or software stack is the subject of another related principle known as fate
sharing [J C88L1 . Fate sharing suggests placing all the necessary state to maintain an active communication
association [ e.g., virtual connectiond at the same location with the communicating endpoints. With this
reasoning, the only type of failure that destroys communication is one that also destroys one or more of the
endpoints, which obviously destroys the overall communication anyhow. Fate sharing is one of the design
philosophies that allows virtual connections [ e.g., those implemented by TCPO to remain active even if
connectivity within the network has failed for a [1 modest[] period of time. Fate sharing also supports a "dumb
network with smart end hosts" model and one of the ongoing tensions in today's Internet is what functions reside
in the network and what functions do not. 1.1.3 Error Control and Flow Control There are some circumstances
where data within a network gets damaged or lost. This can be for a variety of reasons such as hardware problems,
radiation that modifies bits while being transmitted, being out of range in a wireless network, and other factors.
Dealing with such errors is called error control, and it can be implemented in the systems constituting the network
infrastructure, or in the systems that attach to the network, or some combination. Naturally, the end-to-end
argument and fate sharing would suggest that error control be implemented close to or within applications.
Usually, if a small number of bit errors are of concern, a number of mathemati cal codes can be used to detect and
repair the bit errors when data is received or while it is in transit J LC040J . This task is routinely performed within
the network. WWhen more severe damage occurs in a packet network, entire packets are usu ally resent or
retransmitted. In circuit-switched or VC-switched networks such as X.25, retransmission tends to be done inside
the network. This may work well for applications that require strict in-order, error-free delivery of their data, but
some applications do not require this capability and do not wish to pay the costs [J such as connection
establishment and potential retransmission delays] to have their data reliably delivered. Even a reliable file transfer
application does not really care in what order the chunks of file data are delivered, provided it is eventually satis fied
that all chunks are delivered without errors and can be reassembled back into the original order. As an alternative to
the overhead of reliable, in-order delivery implemented within the network, a different type of service called
best-effort delivery was adopted by Frame Relay and the Internet Protocol. With best-effort delivery, the network
does not expend much effort to ensure that data is delivered without errors or gaps. Certain types of errors are
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usually detected using error-detecting codes or checksums, such as those that might affect where a datagram is
directed, but when such errors are detected, the errant datagram is merely discarded without further action.
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