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00O 0O OO O O capacity planning needs, the daily resolution is fine. Adding higher resolution morethan once per
day wouldn’t change any of the results and would only increase theamount of time it would take to run reports or
make it a pain to move the dataaround. Gathering these metrics once a day can be as simple as a nightly cron
jobworking on a replicated slave database kept solely for crunching these numbers.Because we store these metrics
in a database, being able to manipulate or correlatedata across different metrics is pretty straightforward, because
the date is held constantacross metrics.For example, it might not be a surprise that during the holiday season, the
average sizeof photo uploads increases significantly compared to the rest of the year, because of'the new digital
cameras being given as gifts during that time. Because we have thosevalues, we can lay out others on the same dates.
Then, it's not difficult to see howaverage upload size can increase disk space consumption [J because the original
sizes arelarger(] , which can increase Flickr Pro subscriptions (I because the limits are extended,compared to free
accounts] .
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